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Abstract— Software and system dependability is getting ever This disturbing gap is amplified by a considerable distante o
more important in embedded system design. Current industrial theoretical advances to the industrial daily practise eEigly the
practice of model-based analysis is supported by state-transition 5rag of probabilistic verification and stochastic modelckirey

diagrar_nmatic n_otations such as Statecharts. Sta_te-of-the-ar has seen great advances in the past years [1]-[4], which seem
modelling tools like STATEMATE support safety and failure-effect . . ; '
ready for industrial practise.

analysis at design time, but restricted to qualitative properties. ’ i i
This paper reports on a (plug-in) extension of SaTEmaTE  Motivated by this observation, we have undertaken effoots t

enabling the evaluation of quantitative dependability properties integrate very recent advances in stochastic model chgckio

at design time. The extension is compositional in the way a modelling environment with a stable industrial user group
the model is augmented with probabilistic timing information.  The modelling environment is T8TEMATE, a Statechart-based

This fact is exploited in the construction of the underlying i5qi.set used in several avionic and automotive comparikes |

mathematical model, a uniform continuous-time Markov decision . .
process, on which we are able to check requirements of the form: AIRBUS or BMw. The model checking is based on computing

“The probability to hit a safety-critical system configuration within time bounded reachability probabilities, and allows us ¢oify
a mission time of 3 hours is at most 0.01¥e give a detailed Properties like:*The probability to hit a safety-critical system
explanation of the construction and evaluation steps making configuration within a mission time of 3 hours is at most 0.01.
this possible, and report on a nontrivial case study of a high- The algorithmic workhorse to validate (or refute) such gmies
speed train signalling system where the tool has been applied is the firstimplementation of an algorithm [4] which computes the
successfully. worst-case (or best-case) time bounded reachability pitityain
Index Terms— Real-time and embedded systems, Fault tolerance, a uniform continuous-time Markov decision procéa€TMDP).
Modelling techniques, Reliability, availability, and serviceability, This combination of Statechart-modelling and uCTMDP asialy
Model c_hecking, Reliability, Design notations and documentation, yises theoretical and practical questions, both of whiehaa-
State diagrams. swered in this paper. On the theoretical side, we describethe
STATEMATE-model can be enriched with real-time probabilistic
. MOTIVATION time aspects, and then transformed into a CTMDP which is

. .~ uniform by construction. One key feature of this approach is
E NGINEERS of safety-critical embedded software are facing .. the model construction steps rely heavily on compmsii

.great challengeg. Toensure safg anq dependaple behammﬁererties of the intermediate model, which is the model of
the final system requires careful design-time modellingamaly- interactive Markov chaingIMCs) [5]. On the practical side,

sis. Often behavioural models are developed in the form@§&h e renort how symbolic (i.e. BDD-based) representations an
state-transition diagrams of various kinds, which arewd us- ., osjtional methods can be exploited to keep the modes siz
ing verification and validation tools, for instance modeéckers. manageable. While the later steps in our analysis trajgatee
When it comes to studying performance and dependabilitydiis o et state space representations, the earlier stepsyanbolic,

systlt(ems,hth.e |ndlustr||all practlcel uses SIOCh‘T’FS“F rnodelg 88 and use a novel and very effective symbolic branching bikmu
Markov chains, simulation models, or probabilistic intetations fion minimisation algorithm.

of' faultltrees, to estimate system performance and espec@rom an engineers perspective, a typical analysis sceriari
failure risks. These latter models are often developedraggis shown in Fig. 1, which will serve as a running example: The

from the state-transition models used for studying fumai@or-  qr,re\ate designrepresents the functional behaviour of a heat-
_rectne_ss. This is espec!ally proble_matlc |f_t_he functideethaviour ing system. Owed to its safety-critical nature, the modeltains
itself is aﬁectgd by fgﬂurgs, or ',S specified to compens‘a’te distinguishedsafety-critical stateshere TLE, top level event).
component failures, like in repairable or fault-resiliesytstem To identify them, techniques like Functional Hazard Aniys
designs. (FHA) [6] are often employed, but this is beyond the scopéhisf t
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Fig. 2. Overview: processing steps and basic models.
Fig. 1. An extended Statechart: the heater example.

Il. BAsiC MODELS

distributions in the form of continuous probability distributions ThiS section introduces the behavioural models used in this
affecting the occurrence of the delay transitions. In thatére Paper. First, we address foundations related to the stbchas

example, this means that the engineer is asked to provide #RP€cts of our compositional approach. We then introduce a
distribution of the time to failure for the monitoFx) and the variation of theStatechartformalism, which we use as the main

sensor k). vehicle to describe functional behavioural models andarpts

. . - articularities.
All in all, the STATEMATE design safety-critical statesdelay P

transitions delay distributions and atime boundmake up the .

ensemble of information needed to verify the above depdligab A Stochastic Models

requirement. They are indicated as dashed boxes in Fig.2dBaThe construction process revolves around different flesaafr
on these inputs, our tool computes therst-case probabilityo interactive Markov chaing5], an orthogonal combination of
reach a safety-critical state within the time bound, thussialing labelled transition systems and continuous-time Markoairth
the engineer with the required model-based prediction. We consider a basic set of actions and let Act = AU {7}

The heater shown in Fig. 1 demonstrates some of the inteisacfVNerer is a distinguished actioln not iA: This action is degmed
of typical behavioural models that make them hard to analydéobservable and plays a crucial role in our approach, strise
large state-based systems with parallel activities (sgedrby USe€d for abstracting behaviours of the system, which asicert
dashed lines) that communicate by means of shared variglgs stages are irrelevant for the transformation steps thawol
TEMP), non-determinism resulting from specification freedom Befinition 1 (IMC)

;Jnlfnolv\;n \;anabltis t(e'g[ENP" N)’t ?n? E”O,r |t|sedt transo||t|ops ar'® An interactive Markov chainIMC) is a tuple (S, Act, T, R, sg)
ypical teatures that are present in today's systems 0esign —\\here 5 is a non-empty set of stateslct is the above set of

In summary, this journal paper makes the following contiins, actions, 7 C S x Act x S is a set of interactive transition& C

based on the conference publications [7]-[10]. We (1) devig; x Rt x S associates a set of Markov transitions with each state,
a sound and effective methodology to assess dependabflity apd s, € S is the initial state.

industrial-size safety-critical designs. This is based2)rthe first

implementation of a time bounded reachability algorithmfGT-  R(s,s’) denotes the transition rate from statesto s, i.e.,
MDPs [7], (3) the first—to our knowledge—entirely BDD-based®(s,s’) = >_yca A Where A = {X | (s,\,s") € R}. A la-
algorithm for computing branching bisimulation quotierigg, belled transition system (LTS) is a tupls, Act, T', so) whenever
(4) a provably sound compositional method to constructaumif (S, Act, 7,0, so) is an IMC. A continuous-time Markov chain
CTMDPs [8], [10], and (5) the integration of these piecesiat (CTMC) is a tuple(S, Act, R, so) whenever(S, Act, ), R, so) is
effective tool chain [7]. We report (6) on the results of gppy an IMC.

this tool chain to a nontrivial case study from the train coht Notation: For IMC Z = (S, Act, T, R, s0), a states € S is stable
domain. For this case study, we manage to avoid state space¥iitten s 7, if Vs’ € S: (s,7,s') ¢ T. Otherwises is called
the order of10°, and instead only need to handle models of ugnstable For stable state and C' C S we definer(s,C) =
to 10° states and0® transitions. > sec R(s,s'). For unstables, r(s,C) = 0. The distinction

Organisation of the papeihe paper is organised as follows. Secpetween stable and unstable states is justified by the nofion

tion Il introduces the basic mathematical concepts and tadhdat _maX|maI piogress, see [5] for detTalls_. lM_B'S calleduniform,
are combined in our tool. The interplay of the various cotsep ¢ eaR such thatvs € § : STZL> implies (s, §) = e. We

is described in detail in Section IIl. Section IV demonstgathe Write s = ¢ for (s,a,t) € T, and — for the reflexive transitive
practical feasibility of our approach by an example fromtiain closure of=. If R(s,s’) = A > 0 we will sometimes depict this

control domain. Section V concludes the paper. ass --» 5.



For an equivalence relatioB C S x S, we let S/B denote the B. Extended Statecharts
set of equivalence classes 8fand B(s) the equivalence class | this section, we introduce the user-visible formalisnspecify

of s. If s and¢ are contained in the same equivalence class ghpayioural models, in the form @xtended Statechartsvhich
B, we write s =g t. Furthermore, we write % tif s =+t are based on BTEMATE Statecharts. The language definition
and s =g t. Such transition sequences whose source and targegsented here focuses on the relevant core needed toyclearl
state are contained in the same equivalence clags arfe called expose the syntactical and semantic extensions to the gonve
inert. An equivalence relatioi is a refinement of an equivalencetional STATEMATE formalism. Before providing a more formal
relation B’ (denoted byB C B') iff Vs,t:s=pt=s=p t. definition, we have a closer look at the behaviour of the leate
o ) ) o ) introduced in Section 1.
Definition 2 (Stochastic Branching Bisimulation)
For a given I_MCI = (5, A?t7T7 R, 50.)' an.e.qUIvaI.er.lce relation Example 1 The main parts of the heater are GONTROLLER, a
B C S x S is astochastic branching bisimulatioiff for all  yon Tor, a SENSOR, and anOBSERVER. The SENSCR is responsible
s1,s2,t1 € S the following holds: Ifs; =g t; then for measuring the temperature at periodic intervals and makes the
1) s1 % s implies data availablg to the:(.J\lTRO_LER:. After initia]isation the sensor
eithera = r and sy =p 1, t_aecomes active and, in regular intervals (trlgge_red by Wheac-
, o tion), reads a new temperature from the environmeBkP_I N.
or Jty,ta €Sty - U1 — ta N s =p ta, New temperature values—eith®00.COLD or TOO.HOT—are chosen
and non-deterministically from this environment and stored in the local
2) s1 L implies varia_bleTElVFf (from where they v_viII be read by theONTROLLER).
. A failure (triggered by the actiorFS) can cause the sensor to
3th :t1 T t) 5 ¥C € S/B:r(s1,C) =r(t},0). become inoperational and therefore prevents further updates of the
Two states arestochastic branching bisimilaiff they are con- temperathtJre value. Trl‘(e b0|dt?‘”°V(V ifndiquatr]es her?”tlh"’t‘t the fa?jfre,t
: : : : - occurs after some unknown time (of which we will later provide its
tained in some stochastic branching bisimulatien distribution function). TheCONTROLLER initially waits for both the
This notion is a variant of branching bisimulation [11] angensor and the monitor to become active. After that, depending on
stochastic weak bisimulation [5]. For LTSs, the definitiazine the current temperature stored TEMVP, the heater is switched on or

. . - . L . . off by setting the control signaiEATER to ENABLED or DI SABLED.
cides with that of the original branching bisimulation, ainiwe In case the monitor detects a sensor failure, the system shuts down, in

can hence define as follows. order to prevent critical situations in which the heater may overheat.

Definition 3 This might happen if it continues to operate even though the current
. . . actual temperaturéEMP_I Nis alreadyTOOHOT, but this is not sensed

For a given LTSS, Act, T, so), an equivalence relatioRl C Sx 5 by the failed sensor. The purpose of thieNl TOR is to check for

is abranching bisimulatioriff it is a stochastic branching bisim- tajjyres in the sensor and to send a shutdown signal to the controller

ulation on (S, Act, T, 0, so). Two states ardranching bisimilar if one is detected. After activation of both the sensor and the monitor

iff they are contained in some branching bisimulation. any sensor failure will be detected and lead to a safe shutdown of
o the system. Note that, if a failure in the monitor occurs prior to
Definition 4 (CTMDP) a failure in the sensor (by transition MFAI LED), there is still a

A continuous-time Markov decision procg§STMDP) is a tuple possibility of reaching a safety-critical situation. TOBSERVER is
(S,L,R,so) whereS is a non-empty set of states, is a set of Not an actual part of the system but rather a means of specifying

transition labelsR C S x L x (S — R*) is the set of transitions requirements in the analysis framewhrkt is used here to observe
and s, is the initial state. whether a safety-critical system state (we also refer to this as top-

level event,TLE) has been reached. This is the case if the sensor has

Any CTMDP can be viewed as a special IMC in which interactivl’,;‘"ed (thus preventing the system to update the temperature) while
the heater is still on. Internal switching times of the heater are very

transitions gnd .Markov tra}nsmon.s OCCU In & strictly E[itﬁllng small compared to occurrence times of other events (e. g. occarrenc
manner. This will be used in the final step of our construct®® o fajlyres FS or FM). This means that in case of SENSOR failure

in [4], a CTMDP is callecuniformiff 3e € R* such thatvs € S the propagation time for passing the failure from S8ENSOR via the
andvie L: (s,l,R) € R implies )", ¢ R(s") = e. MONI TOR to the CONTROLLER are negligible. It is thus unrealistic to
Both IMC and CTMDP have inherent non-determinism that hagove from thewal T state to the unsafeLE state in this situation. In

to be resolved by an enuty Ca”@:hedu'erA Schedu|er |S a our mode”ing, thlS _iS a.Chi.eVed by making the I’eSpeCtive transition
function that determines how to proceed next for a giverestat SYNC @ delay transition indicated by the bold arrow.

In states, it resolves non-determinism by picking a particulal

enabled action. It does so on the basis of information ab stochastic time aspects. In order to enable the integrati
the current state and the history of the system evolution. H? stochastic durations in this modelling formalism, exted

fu_II generality, schedulers may deci_de on_the basis c_)f théreer_l Statecharts allow one to refer to particular Statechartsttens
history of the system, and may decide using randomisatian, (i by a distinguished set of action labels Such labelled transitions,

probability distributions over enabled actions). In a timaodel, called delay transitions are later used as reference anchors to

tShehh:qu)rytﬁf the .syst(te.m tr;:ay even be a tf'm?d otr)el. itk start, stop, or interrupt the advance of time, in combimatiath
cheduler Inéory 1S not in In€ core Scope ot this article € a4 set of stochastic time-constraints, and as a whole allowo us

:ﬁ p:ot;nt out';]tha:jmga_surabllgy |ss\l;\73r<]:|wck_lytar(|jse fcgemlth I(Z;Z model stochastic, non-deterministic systems. Statexlieave an
at base their decision on ime. We have introduced & das ;. iy e graphical syntax with a corresponding textuahtsy,

measurabl&schedulers for which probab_|I|ty measures on pathﬁhich we vary as follows.
are guaranteed to exist [12], [13]. For a given INMGrespectively
CTMDF.). C) and measurable S.Chedmﬂ (D') over Z (C) the LIn a production environment one would expect to keep suchirements
probability measure on paths is denoted By p (Pre p). separately from the model.

Conventional Statecharts [14], [15] support non-deteisnin but



Definition 5 (Extended Statecharts)
An extended StatechadC = (N, A,V,G,S,E,m,r,d,c) is a
10-tuple, with

e N is a finite set of nodes,

o A a finite set of action labels,

- . ) . 2) n€ M, m(n) = Or implies An’ € c(n): n' € M,
. Vg finite S(_et of variables with a (possibly empty) subset 3) ne M, m(n) = And implies¥n' € c(n) : n’ € M.
of input variables,

« G afinite set of boolean expressions bn Such a node sél/ is called avalid node configurationWe denote
« S a finite set of variable assignment statements ¢, for the unique initial configuration of Statech&t, given by
« ECNxAU{r} x G x 2% x N is a finite set of edges, 2" initial valuation of the variables, and the node configuration
e m : N — {Basic, Or, And} is a type function, identifying determined byl. _ _
nodes asBasic nodes Or nodes. ordnd nodes. The set of all configurations of SC is denoted Oynf.
e 7 € N, m(r) = Or is the root node of5C,
e d:{n:n € NAm(n)= Or} — N assigns a default node
to each node of typ®r,
e ¢: N — 2" a child relation introducing hierarchy aoN.

an extended StatechatC is a pairc = (M,0) € C c 2V x %,
where Y is the set of all variable valuations: V\ I — D and
M is a set satisfying

1) re M,

With de(M) for someM C N we refer to thedefault completion
as the smallest superset of node 8éf s.t. de(M) is a valid
node configuration. In particuladc(M) comprises the default
node d(n), for all those Or nodesn € dc(M), that are not

The main extension to [14], [15] is the labelling of edges bglready represented by a child nodelih The scope completion
elements ofd U {r}. While action labels in4 will remain visible scc(e) of edgee is the maximal set of child nodes derived
for the later transformation steps, and especially be used PY recursive application of to the edges scope node(e).
synchronisation with start and stop events of stochastie-ti Intuitively, configurations comprise all currefasic hodes and
constraints (see Section I1I-D), the labelis used for ordinary their parent nodes (given by inverse gfand a valuation of the
Statechart edges. For the sake of brevity, the above definitivariablesV. In the following examples we will denote valuations
omits some well-formedness conditions (cf. [14], [16])ttaae ¢ DY equation tuples and the node setswill, for the sake of
unchanged with respect toTSrEMATE Statecharts. brevity, containBasic nodes only.

Example 2 The Statechart of Fig. 1 provides some intuExample 3 Five possible configurations in the example chart in
iton of the drawing conventions for extended Statechartfig. 1 are given by
The And node HEATERCTRL is the only child of the root

) i i o1 = ({CTRL.OFF, MINIT, SI NI T, SAFE},
node r. The hierarchy determined by is shown by nest- ( TEMP=TOO.COLD, HEATER=DI SABLED, MACTI VE=f al se,
ing of states. Default nodes are indicated by arrows without S_ACTI VE=f al se, S_FAI LED=f al se, SHUTDOWKEf al se) )
source node. The edgey = (HEATERON, 7, TEMP==TOO.HOT, co4 = ({HEATERON, MCK, S.OK, SAFE},
{HEATER: =Dl SABLED}, HEATEROFF) is a 7-labelled Statechart (TEMP=TOO.COLD, HEATER=ENABLED, MACTI VE=t r ue,
edge which we draw as a thin line by convention, while edge S.ACTI VE=t r ue, S_FAI LED=f al se, SHUTDOMf al se) )
e16 = (S.OK,UP, true, {TEMP: =TEMPI N},S.OK) and edgeeos = o = ({HEATERON MOK, S.OK, SAFE},

( TEMP=TOO.HOT, HEATER=ENABLED, MACTI VE=t r ue,
S_ACTI VE=t r ue, S_FAI LED=f al se, SHUTDOVN=f al se) )
({HEATER.OFF, MOK, S_OK, SAFE},

(WAI T, SYNC, true, ), TLE) are labelled by elements ofl respec-
tively, and hence drawn bold. We implicitly define the guagraf

€08

such bold edges to bewue. In this exampled = {UP, FM FS, SYNC}. ( TEMP=TOO.HOT, HEATER=DI SABLED, MACTI VE=t 1 ue,
In the above explanation, we refer to an additional edge labelling S_ACTI VE=t r ue, S.FAI LED=f al se, SHUTDOWK=F al se) )
(e.g. eo2). These labels are not part of the Statechart itself, butc;; = ({HEATER.ON, EVERGENCY_SHUTDOWN, S_STUCK, VAI T},
used to keep the explanations uncluttered. It allows us to refer ( TEMP=TOO.COLD, HEATER=ENABLED, MACTI VE=f al se,
to ‘edge e’ in place of ‘edge (HEATERON, 7, TEMP==TOO.HOT, S_ACTI VE=t r ue, S_FAI LED=t r ue, SHUTDOWN=t r ue) ).

HEATER: =Dl SABLED}, HEATER OFF)'. . S
{ j ) The semantics of extended Statecharts is given by sequeifices

Essentially, the behaviour of an extended Statechart ignia | such configurations:

with that of conventional SATEMATE Statecharts [14], [15],

except that extended Statecharts allow for a more refinettaton Definition 7 (Configuration Paths)

over which sets of edges are allowed to be fired in orthogorfz®r extended Statecha$tC, the transition relation— C C' x
components within one step. We introduce the following Usud U7 x C'is composed of two types of transitions:

notions to determine this semantics. Tswopesc(e) of an edge Internal Step.c = (M,0) — ¢ = (M',o’), iff there exists a
e ¢ E is the most nested)r state that contains the edgegnaximal set of edges = {e; : e1<i<i = (ni, ai, gi, si,n;) € E}
nodes. We usele(n) to denote the depth of node € N in SO that

the node hierarchy and definede(SC) = maxz({de(n) : n € 1) £ C En = {e = (n,a,g,5,n') € E : n € Mandg
N1). The priority of an edgee is given by its scope distance evaluates to true i},

from the rootr. We define the priority relatior <, ¢/, s.t. 2) Ve; € £ :a; =7 andVe;,e; € £ 1 ej Ley,

e <p ¢ iff de(SC) — de(sc(e)) < de(SC) — de(sc(e’)). Two 3) Ve€Een \ET €&, s.te fe' ande <, ¢,

edgese, e’ € I are orthogonal, denotedL¢’, iff either e = ¢’ and, is obtained froms by applying the statement setg; <,
or their scopes are different children of somgd node or i some permutation om and M’ = de((M \ U¥_, scc(es)) U
their descendants. In.the heater Statecha'rt, it heles egs, for (b <icn).

example. The labels int affect the semantics of the edges the%xterﬁaI_Stepc = (M,0) % ¢ = (M, o), iff

label as follows. , :
1) Pe=(n,7,9,5,n') € E:n e M andg evaluates to true in

Definition 6 (Configurations) o,
Let D be the data domain of the variabl&s A configurationof 2) de = (n,a,9,5,n')EE:a€ A andnec M,



and o’ is obtained froms by applying the statement seton ¢  Section Ill-A, transforms the ®TEMATE design plus the delay

and M’ = de((M \ scc(e)) U{njti<i<n)- transitions and the safety-critical states into an LTS. $&eond
A sequence of alternating configurations and actions step (Section I1I-B) minimises the system and produces aticx
I l I state representation of the system by computing the quodien
> Hop S the LTS w.r.t. a branching bisimulation induced by the label
is calledconfiguration path appearing in the LTS.

Up to this point, the delay transitions are contained in the
In a nutshell, we embed the conventional Statechart comfigur resulting model, but not their associated delay distrimgi We
transitions in thelnternal Steprule. Such a step comprisesincorporate them as follows. First, the given delay distiitms—
firing of a maximal set ofr-labelled edges (thin arrows) intypical distributions in this context are Weibull, detenistic,
orthogonal components, and thus implements truly conntirreexponential distributions, or distributions obtainednfrempirical
executions. Instead delay transitionbetween Statechart con-measurements—are approximated by phase-type distnisitio
figurations is defined by th&xternal Steprule. It restricts the which can be represented by absorbing Markov chains (Sec-
(bold) labelled edges to be fireid mutual isolation and only tion I1I-C). These chains are combined with the delay traoss
if no r-labelled edge can be taken. Since bold edges relatevia the action labels associated with them. This is perfaiing
time-relevant events, this mutual isolation allows us toover a dedicatedelapseoperator, that transforms the delay distribu-
particular configuration transitions, relative to otheainitions. tions into so-called time-constraint IMCs, governing tiaely
The semantics also embodies that internal steps do notitake t occurrences of the delay transitions in the system (Sedtlon
by giving them precedence over external steps. This idea DJ. These time-constraints are then weaved into the qudtiER
timeless computation is typical for the super-step seroarif  (Section IlI-E) resulting in an IMC that encodes all useeaified
STATEMATE Statecharts [14]. inputs (FATEMATE design, delay transitions plus their associated

delay distributions, and the safety critical states.).sTHVC
Example 4 Starting in the initial configuration, = c., of the represents thus the entire system under study and caphees t

Statechart in Fig. 1, by firing ther(labelled edgesyos, €11, €15 pehavioural essence of both the functional and the depéitdab
one after the other, finally configuration, is reached. Note that aspects

the non-determinismntroduced by the input variableEMP_I N € T " L . .
allows a second sequence, which comprisgsinstead ofe:s and This monolithic system model is subjected to a transforma-

thus leads to configurations instead ofc.,. In ¢, a delayed tran- tion procedure (Section 1I-G) that preserves timed rehbiity
sition, comprising edgezos, eo7 Or e1s may be fired. In the overall properties and computes thenderlying CTMDP of the IMC.
composition context, firing these transitions will be constrained rom this CTMDP we can compute the worst-case probabilities
(stochastic) delays: While,s could be constrained to be fired everytg reach the set of safety-critical states within a givenetim
n minutes,eps andeis are constrained to be fired aftéd” hours in bound (Section IlI-H) by using the probabilistic model ckec

the mean, for example. . . :
The operational behaviour updates) the temperatureremP i~ MRMC [17]. Comparing this to the given threshold of the safety

regular intervals and thus yields firing ef, and eo:, respectively, requirement allows us to determine whether the requirerigent
again depending on the value of the non-deterministic ingwe_| N.  satisfied by the given system. As highlighted in the motivati
After some time the sensor failsog) and the temperature value isthis algorithm works only foruniform CTMDPs. In uniform
stuck at the current value ofEMP. Consequently, a configuration CTMDPs, state changes occur according to a Poisson process
is reached, whers_FAI LED==t r ue. Provided that the temperature; time However, we ensure uniformity (Section I11-F) albag

currently is stuck at the valuBEMP==TOO.COLD and thus it holds . . .
HEATER==ENABLED, immediately aninternal stepcomprisingcon-  OY" tool chain and ensure that the resulting CTMDP is indeed

current firing of the edges:os, e1- takes place. uniform.
Now the heater is in configuratians. The external stepgs labelled
by SYNC may not be fired in this configuration, as furtherlabelled .
progress is possible; s is fired. Intuitively, the monitor has observedA' LTS Generation

the sensor failure and initiated an emergency shutdown. As thig extended StatechagC = (N,A,V,G,S,E,m,r,d,c), with
behaviour does not yield a safety-critical situation, the n¢teE} jnjtial configuration ¢y, can be considered as an LTE =
is not entered. (SM, ActM TM M) by setting

We allow hiding of action labels once the semantics is generated.e SM — Conf U {cint}, the set of all valid configurations in
This is a simple transformation that replaces the respectiv. SC plus a unique pre-initial statg;;.
transition labels by-. This allows us to keep the effect of external o Act™ = AU{r}U{I N T}, the set of labels occurring in the

steps without keeping their labels. Statechart steps plus a unique labsi T.
o TM = {(cinit,INIT, c0)} U {(c,a,¢) : ¢ == ¢/} € SM x
Example 5 In the running example, we hide the actiB¥NC. AM « M the set of transitions possible between the State-
chart configurations plus an additional transitigR N 0,
I1l. FROM STATEMATE TO NUMBERS introduced to represent the system start.

This section presents a detailed description of our coctstru ~ © 5" = cint, @ pre-initial configuration of StatechaC

and transformation process. This process starts with tpatin Note that we added edgeini,!| NI T,¢p) as a unique reference
parameters mentioned in Section | and returns the worst-caschor for the system start. Apart from this LTS, a set oftgafe
probability to reach a safety-critical state within theided time critical statess) ¢ s is distilled from the Statechart. This
bound. An overview of the steps is given in Fig. 2. The figurset is induced by a user-specified characterisation ofcaliti
indicates that the first two steps are applied to a symbalie. (i Statechart node®/.,. C N, by setting S = {¢ = (M¢,0¢) :
BDD-based) representation of the system: The first, detaile M N N # 0}.



The first step of the translation extracts such an BISrom the is based on analysing thegnaturesof states w.r.t. the current

extended StatechagC, together with the ses. partition. The signature of a state is like a fingerprint iifging
. possible actions which can be executed in that state. Temes
K branching bisimilarity, the unobservable actienis taken into
I@T account by ignoring inert sequencesefransitions.

Let P = {By,...,B,—1} be a partition of the state spase The
signaturesig(P, s) of a states w.r.t. P is formally defined as

sig(P, s) = {(a,B) eAct><P|35/€S,s”€B:s%s'&s”/\

(a;éT\/séB)}.

Then, a refinement of the partition can be computed by spiitti
the blocks of the current partition according to the sigregof
their states:

sigref (P, B) = {{s’ € B| sig(P,s) = sig(P,s')} | s € B}.

Fig. 3. LTS of the heater example. sigref(P) = U sigref (P, B).
BeP
Starting with the initial partition, which is provided by @h

Example 6 Given the extended Statechart of Fig. 1 and the specifica- . . it i
tion of safety-critical states as the node §8tE}, the LTS in Fig. 3 is Bredlcate separating safety-critical and non-criticaltest, we

derived. The states of this LTS in particular refer to the c:onfigurati0|'it§ra'“veIy apply thesigref-operator, until & fix-point is reached.
of the examples in Section II-B. Moreover it shows the configuration

path to the safety-critical state we are interested in duringithed Theorem 1 (adapted from Blom/Orzan, [21]) Let

reachability analysisRecall, that irc,, the sensor failureRs) yields  p(®) p(1)  be a sequence of partitions wittP() =
a safe shutdown of the system. If insteltoNl TOR (FM fails prior Sigref(P(i—l))_ Then there is» > 0 such thatP(™ — p(n—1)
to the SENSCR (FS), thenc, . is reached. Here the shutdown (namely,,,, . h b hina bisimulati hich refined)
Statechart edgei») can no longer be taken. Hence, after Seasor PV s the coarsest branching bisimulation which refines”.
has failed £S), in ¢,, no furtherr progress is possible and thus th

SYNC edgecos is fired. Swe will illustrate the function of the algorithm in the follong

example.
The translation comprises several stages that finally tréswn
efficient BDD-based encoding of the LTS. Example 7 For the heater example (cf. Fig. 3), we set the initial
In particular, some standard reduction techniques (e.ge-os- partition P = ({coo,...,c25},{cr}) = (Bg,BY), as induced

influence reduction (COI) as presented in [18]) are usedito-el by t_he chara_cterisatiop of configurations to be safety critical. It is
inate variables whose values do not contribute to the rdlitya d€Picted in Fig. 3 by d|amond-sh(%|)oed and round circles, respectively.
of the safety-critical states. This elimination reduces tlumber Computing the signatures w.r.E", we obtain the following sets

of possible variable valuations and therefore also thes space sig(P?, coo) = {anNT, BS)},

of the resulting model. This COI reduction is property sfieci sig(P©, co1) = sig(P®) coa) = - - - = sig(P, co),

and as such, a core step allowing us to obtain small, property (P BY), (FM BY), (FS BO)}

specific models from large designs. 1m0 0 A= 20715

The result of this stage is passed to an extended versiowr &l sig(P?, c16) = sig(P'”, c17) = -+ = sig(P?, c1),
model checker [19], that we primarily use to restrict thesition =sig(P?, ca0) = - - - = sig(P'”, ¢23),
relation to the reachable transitions only and as a framewmr =0,

implement the final semantics described above. Using VIS, we . (0) (0 0
get an LTS symbolically encoded as a BDD. sig(P7, c10) = sig(P O’c“) o sig(P, e1s),
Three BDDs, coding the LTS, the set of safety-critical state = {(WP, By), (FS, By) },

and the initial state, are then passed to the symbolic biagch sig(P, c14) = sig(P'”, c15) = {(, B))},
bisimulation algorithm, which will be described in the next sig(P©, er) = 0.

section. The partition of the state space induced by theiqat

(into safety-critical and non-safety-critical states)lWwie used as Hence. the application of theigref-operator splits the two blocks

of the initial partition into the following six parts:P™") =

a starting point for this algorithm. ({coo s {Cors - - Con s LCatre s Cron Caon s Ca s {Cron- - s Cas s
o {cis, €15}, {cr}). Please note thatr and, for examplecis are
B. Symbolic Minimisation of the LTS placed in different blocks, although they have the same signature

To further reduce the models (beyond the COI reduction) toVar-t: P, since they are not equivalent #®.
size which can be handled by the explicit part of the tool nhaiThe iteration of thls rgflnement .step,.u.ntll a.flx-p0|r.1t is reached,
the development of aentirely symbolicoranching minimisation Ieadsbtlo tEe fczII())wmg final branching bisimulation, which comprises
A . i P = 151%0,5 115510125035, 1C14,C157,

algorithm was necessary. We assume that the reader is damelgcne OCC ? I E{c;"{’c{:" }C{c}" {er) {frhisc sirt?t?o; cissfje-

) . . 02+ Costy{Co6 - Cogts{Ci6---Ca3}, )
with BDDs and the corre[gg?ndlng algorithms. For a compreheficted in Fig. 3 using dashed frames around equivalent states.
sive treatment see e.qg. .
In [21], Blom and Orzan presented a novel approach for the dis the following we describe briefly how this signature-tthse

tributed computation of branching bisimulation. Their@ithm refinement can be turned into a BDD-based algorithm.



TABLE |
BASIC OPERATIONS FORSIGNATURE COMPUTATION

Operation BDD expression
T-transitions Tja=r(s,a,t)
Pairs of equivalent states inert(s,t) = 3k : (P(s, k) AP(t,k))
Non-7- or non-inert (“observable™) transitions obs(s,a,t) = T(s,a,t) A —(inert(s,t) Aa =)
Reflexive transitive closure of R(s,t) Closure(R)
Concatenation of R1(s,t) and Ra(s,t) 3z : (Ri(s,z) A Ra(z,t))
Substitution of ¢ in R(s,t) by its block number | 3¢ : (R(s,t) A P(t,k))

Algorithm 1 Signature for Branching Bisimulation Signature-BDD: e

1: procedure SIGBRANCHING

2: tauSteps(s, t) < Closure(7Tjq=-(s, a,t)) A inert(s,t)
3: seq(s,a,t) = 3z : (tauSteps(s,x) A obs(z, a, t))

4 return 3t : (seq(s,a,t) A P(t, k))

a) Data representation:The starting point is a BDDJ for the
transition relation with7 (s, a, t) = 1iff s % ¢. Note that the state
space is implicitly encoded by. The BDD relies on a vector
of variabless, a, andt to encode the current state, the transitiofild- 4- Symbolic partition refinement.
label, and the target state, respectively.

Beside the system itself we have to represent partitions and .
signatures symbolically. For the partition representateveral signature, thus enabling a full BDD-based methodology. deal

possibilities have been used in the literature: Bouali aed e place thes;-variables at the beginning of the variable order of

Simone [22] represent the corresponding equivalencealatp; Pi dBfEPzil Then;i‘éell(s%g éer:’i(lijs ) a:?c}e;il(fc:i)t t<hée¥§|1|((i€\ll\l)in
another possibility is to use one BDD per block or a compacﬁ rvati nl, > Fi '4 - Letbe th : din pf tat dh 9
logarithmic encoding thereof [23]. We have decided to use t servatio (seg g. 4): Letbe the e cocing of a state andne
. . . . ” . DD node that is reached when following the path from the BDD
following novel technique, since it supports partition mefnent root according tos. The sub-BDD ab is a representation of the
and quotient computation very efficiently. To representdieent .' R .
quot putation very etcienty P signature ofs. Since the BDD is reduced, all states which have

partition, we assign a unique number to each block, Pe= .
{By,...,Bn—1}, and encode it using additional BDD variablest.he same signature adead to the same BDD-node Therefore,

The representation is thus a BDB(s, k) such thatP(s, k) = 1 fo get the representation of the new block that contaiaadall
iff s € B,. Additionally, we have a’BDDS for the si7gnatures other states having the same signatures,age simply have to
with S(s, a, k) = 1 if (a’Bk) € sig(s) replace the sub-BDD at by the BDD for the encoding of the

b) Signature computationSiven a partitiorP(s, k) in our BDD- new block numbek. This can be achieved by traversing the BDD

based representation, we have to compute the si naturdrsaofrecurswely In linear time in the size of the BDD.
prese N . P gnature (}) Optimisation TechniquesAdditionally, we integrate some
states. To facilitate this, we provide several core openativhich

; . . . simple, but efficient optimisation techniques [26]:
are listed in Table I. The table contains a description Omeacrhepfirst observation ispthat the computa?ion oE‘ th]e expost :
operation and an expression for the BDD-based implementati )

The notation],_, denotes the co-factor operation on BDDP(s,k)AP(t,k) is computatl_onally very expensive, since the state
. . . ?s,t) and block number variable&) are placed at different ends
(setting thea variables to the value). For the computation of

the reflexive transitive closur€losure(R) of a relationR, there of the variable order. To avoid the computation of this ezpran

exist several symbolic algorithms, see e.g. [24], [25]. Wela we only refine one bloclB(s) at a time. Then we can replace the
the (at least in our experiments) more efficient method of {84 expensive expression t#(s)\B(t). This enables us to update the

- partition after the refinement of each block. So the fineritamt
compute?.

is already used for the subsequent blocks of the same @erati
Algorithm 1 shows the pseudo-code for computing the sigeatu This reduces the number of iterations required to reach e fi
for branching bisimulation. point. Furthermore, by applying block-wise refinement we ar
At first, all pairs of states that are connected by an inertieege  @ble to handle arbitrary initial partitions.

of r-transitions are computed. In line 3 we extract all transii The second observation is that in each iteration (exceptarfitst
that are either not inert or not labelled withand concatenate few iterations) only a very small number of blocks is indeptits
them with the inertr-sequence. In the third step we replace th¥é/e can exploit this in the following way: Splitting a block Ign
target state of the transition sequence by its block nuniffee. influences the stability of blocks which are directly corteelc
signatures for other kinds of bisimulation can be computed With the split block by an observable transition. We captiinie

a similar way. Please note that everything that does notriepdn the backward signature:

on the current partition, like the_closure of thesteps, can be bwsig(P, B) {B’ € P|3s € B3a € Act : (a, B') € sig(P, 5}
computed once as a preprocessing step.
c) Partition refinement:The novelty of our approach is a ded-Since the same problem as above—the dependence on the in-
icated BDD-operator for identifying states that have thenesa ert T-sequences—prevents an efficient implementation, we only



Algorithm 2 Computation of the coarsest branching bisimulatiopf the time to absorption in the CTMC is called phase-type
1: procedure BRANCHINGBISIMULATION (LTS M, PartitionP(®))  distribution. Note that in our definition a phase-type disttion

22 UP<+POY starts from a single state with probability 1. This does not
3 while U # 0 do restrict the generality of the definition, because any piyse

4 Unew <= 0 distribution with arbitrary initial distribution can beansformed

5_ for all blocks B € U dq into our form by using the procedure described in [32].

6: P« (P\ {B}) Usigref(P, B) RPN . .

7. Unew < Upew\ { B} The (.:Iass of phase-type .C?IStrltl)utl.Ol’]S. is topologically s#e[83].

3 if B was splitthen In principle, any probability distribution o0, c0) can be ap-

9: Unew <= Unew U bwsig®® (P, B) proximated arbitrarily closely by a phase-type distribatigiven

10: U < Unew enough phases, i. e., states. Efficient approximation itgos are

11 return P available, such as those based on expectation-minimis§2ij,

[30], [34] and that based on the least-square method [35]. We
o _ ) implemented a variant thereof, based on orthogonal distanc

compute an over-approximation by ignoring thasteps only fiting [36], which is a type of least-square fitting methodeé
influence the stability of blocks if they are not inert. Th&adls he errors to be minimised are measured according to geismetr

to bwsigoa_(P, B). _ _ S _ ~ distance.
The algorithm which applies all these optimisations is oW The approximation algorithms mentioned above are genenal p
Algorithm 2. pose. Two specific delay distributions are approximatedrimse

P contains the current partitiofd] denotes the potentially unsta-giraightforward manner. Delay distributions with an umgag
ble blocks which have to be refined in the current iteratidnw  poisson process are best represented by exponentiabuiiris.
stores all blocks which became potentially unstable dut® Eyjang distributions are suitable for approximating deieistic
current iteration. We iterate the following step unjul nostable delay distributions or fixed delays [37], [38]. For instanee-
blocks are left: We replace the current block in the curreRlyding to [38], an Erlang distribution with shape paramete
partition by the result of its refinement and declare it adlsta anq rates is sufficient to approximate a fixed delay at 1 time
If it has been split, we add the blocks of its backward sigreatu it Better approximations may be achieved by increasing t

to the potentially unstable blocks. shape and rate parameters.
e) Quotient extraction:Finally, after we have reached the fix-

point, we have to extract the quotient LTS from the final piari

This can be done by mapping all states of a block onto o Elapse

quotient state, which is given by the block number. Eachignbt We now assume that the delay of each delay transitioim
state which is safety critical is decorated with a self¢iton the system model is given by a phase-type distributief
labelled ¢r during the extraction. The resulting model is nowletermining the time until the transition occurs. Strualiyy
represented in an explicit form, i.e., all states are eithlic PH; is a CTMC (S, Act, R, s1) with a distinguished initial state
enumerated, and passed on to the next phase of the tool chainand an absorbing state,. Operationally, the distribution
We refer to [27], [28] for more details and for experimentaPH; can be viewed as describing the time up to which the
evaluations of this minimisation algorithm. occurrence of transitiod has to be delayed, since it is triggered
by the occurrence of some delay transition (called startimiess
R another delay transition (called breaking) occurs in theame
C. Phase-Type Approximation time. This interpretation is calledtame-constraintin [39], where
The approach we foIIovy rende;rs the model under study intogg elapse operator is introduced. This operator enriches,
Markov model. To achieve this, we must represent the del@yh ‘synchronisation potentials’ needed to effectivetgavethe

distributions provided to us in a Markov chain. This is pbksi underlying CTMC of PH; into the behaviour described by some
by applying a widespread approach based on phase-typexappiers or IMC.

imation [29], [30].

A phase-type distribution is the distribution of the timetiun Definition 8 (Elapse Operator)

absorption in a finite and absorbing Markov chain [31]. Letet s, @ and b be the sets of starting, delay and break-
(S, Act, R, s1) be CTMC with S = {s1,5s2,--- , sn, sq}. Further, ing transitions, respectivelyelapse(PH;,s,0,b) is an IMC

let s, be an absorbing state (i.ex(sq,,S) = 0) and let all (S, Act’,T, R, ss) where the following holds

other statess;, for 1 < ¢ < n, be transient (i.e., there is @ 1) if s —9—b #£0 thens’ =SU {ss} elseS’ =5, ss = s1,
non-zero probability that the state will never be visitedc®n 2) Act/ = Act U s U D U b,

it is visited). The set of Markovian transitiong is related to ) Vses—0—b:ss s eT,

the corresponding infinitesimal generator mat@x by: for all 4) VdedNns:sa D s eT,
5,8 €8, Q(s,s) :.R(s,s/) if s elng(s,s) = —F'(s,S). 5) Vded—5: ss 4, 85, Sa 4, ss €T,
The generator matrix of the Markov chain can be written as 6) Vbebns:Vies:t b, sieT,
[B B 7)Vbeb-s:vteS:t s, eT.
[0 )

. . . ' . Example 8 Three time-constraints are required in the running heater
Matrix B is non-singular because the firsistates in the Markov example. The delays before the occurrences of sensor and monitor

chain are transient. VeCtOB is @ column vector where its fajjures €M and Fs) are initialised when the system starts, namely
components;, for 1 <i < n, represents the transition rate fromyhen| NI T occurs. The delay before the occurrences of temperature
states; to the absorbing state. Then the probability distributionpdate (P), on the other hand, is initialised by T, and afterwards



= hide by, in (elapse(PHy,,s:, {d;}, b;) [[si,{di}, bi]| Sys; 1)
@ P o Aup S AP o AUP wherel, is the set of transitions that can be hidden at this stage,
—& o €a) D O 9 g

namely those that will not be used in further synchronisetio
Fig. 5. A simple absorbing CTMC (left) and tkéapse operator (right). The result of the construction is then minimised with resgec

stochastic branching bisimulation to forffys,. If we are dealing

with n different delay transitions, then the resulting IM@s,,
restarted continuously after each delay elapses. In this example,dyj-és not contain any de|ay transitions anymore, but theyde|a

use simple exponential distributions with rates,; andArs as the  gisyrihutions now interleave in the correct way governing time
phase-type distributions for the first two time-constraints. They a € reach a safetv-critical state
denoted byExp(Arar) and Exzp(Ars), respectively. For the third, y ) . o
an Erlang distribution with rate parameter» and shape parameterThe above approach alternates construction and miniroisati

2—denoted byEri(Ayp, 2)—is used. The three time-constraints aréteps, and as such it deviates from the sequential procedure

obtained from the following elapse operations indicated in Fig. 2: it replaces the trajectory fraguotient LTSand
1) elapse(Exzp(Ars), {I N T}, {FS},0), ulMCsto ulMC by the one depicted in Fig. 6. Thi®mpositional
2) elapse(Exp(Aru), {I NI T}, {FM}, 0), approachis justified, because stochastic branching bisimulation
3) elapse(Eri(Aup,2), {I NIT, UP}, {UP}, ). is compatible with the two operators we have introduceds i i

Fig. 5-left showsErl(Aup,2), while Fig. 5-right depicts the IMC congruence for parallel composition and hiding.
of the third time-constraint.

Sys,,
Stochastic branching bisimulation of

. . , hid in (el PHy,,, 8n,{dn}, bn)|[sn, {dn}, bn]|Sys, _
E. Weaving the Time-Constraints [—My;nibn " (clapse(Prly £, L}, bolfon, {dn, Ool 0 )

In elapse(PHy, s, {d}, b), between any two occurrences of a delay
transitiond, there must be a delay which is given by the CTMC Syso

H Stochastic branching bisimulation of
PHy. To enforce this also for the LTS of our system under study, hide by in (lapse( PHy, » 52, {d2}, b2)|[s2, {d2}, b2]|Sys;)

we weave this uniform IMC with the LTS, where weaving is just [Sysi |
another word for interleaving, with proper synchronisatio Stochastic branching bisimulation of g
To this end, we use the process algebraic parallel compositi hide by in (elapse(Play , 1, {1}, bu)lls1, {d1}, B1]]Syso)

operator. Intuitively, given IMCZ and.7 and their set of common
transitionse, in Z|[c]|7 both IMCs have to synchronise on
transitions, while they interleave all other transitiofk®@r Z =
elapse(PHy, s,{d},b), this has the expected effect, namely that

between any twal-transitions in.7, the Markov chain associatedF. Uniformity

with PH; is weaved. The semantic rules of parallel compositio8o far we have ignored the wordniform’ (abbreviated ‘u’)

of IMCs are as follows (where it is understood that whenevgyhich is attached to the IMC models appearing in Fig. 2. We
multiple distinct proof trees for the same Markov transit@xist, recall that IMC Z is called uniform, iff 3¢ € R such that

Fig. 6. Compositional weaving of phase-type distributions.

the respective rate is weighted by that multiplicity.) Vs € S:s /4 impliesr(s, S) =e.
In the following, we establish that parallel compositiondihg
s—rs’  ag{ar..an} v’ agfar..an} and (stochastic) branching bisimulation preserve uniftyrm
sllat...ap]|lv—>s"|[a1...an]|v sllar...an]lv—>s|[a1...an]]v’
srs vy a€{ar..an} Theorem 2 LetZ and.7 be two uniform IMCs with uniform rate
sllar-anlfo=>s"|[ar-an]fe” E7 and E 7, respectivel
z g TeSpecively. = _
s\[al.4.a””1)75<>8’|[a1.‘.a””v 8\[a1...an]\vféés\[al...anﬂv’ 1) For a given set of actionsl it holds that |MCI|[AHJ IS

uniform with rate £z + E 7.
With this operator, and the elapse operator, we can weave th&) For a given actiona it holds that IMC hide a in (Z) is
delay distributions one by one into the original system. uniform with rate Ez.
During this composition phase the IMC is explicitly repnetssl 3) Suppose thaf and J are stochastic branching bisimilar
and grows in size. One way of counteracting this is to minémis according to Definition 2. Then it holds th#t; = E ;.
according to stochastic branching bisimulation. For thes use )
a stochastic branching bisimulation minimisation algurit[40], For & detailed proof we refer to [13]. _
together with theabstraction(or hiding) operator. The semanticsAS & result of Theorem 2, we are left with the requirement éiat

of the abstraction operator is as follows (we give it for #ing OUr input models must be uniform in order to ensure unifoymit
actions only here for the sake of brevity.) by construction. Since any LTS is a uniform IMC by definition,

we only need to ensure that the time-constraints, which seel u
LN astb RN for cor.npositio.n, are uniform, too.
hide a in (s)~hide a in (s/)  hide a in (s)—+hide a in (s') Technically, this can be achieved as folloyvs. (.S,"[Ac.t, .}?"91) be
N the CTMC of some phase-type distributiétt]; with initial state
hide a in (s)-"shide a in (s7) s1 and absorbing state,, and lete = maxgcgr(s,S). To this
CTMC we associated a uniform CTMCS, Act, R, s1), where
In our composition scheme, we start from the initial expliciR'(s,s’) = R(s,s’) if s # s’ and R'(s,s) = e — r(s,S\{s})
LTS as Sysy, and incrementally build an IMC where the delaytherwise. Under the usual interpretation of CTMCs, theraa
distributions are weaved, which is achieved by constrgctin  difference between the two CTMCs (since the induced geoerat
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matrices are identical). For our purposes, however, we motealternating counterpart df, i.e., all of its emanating Markov
seemingly minor difference, namely that in the uniform CTMCtransitions are cut off, and the Markov transition relatisn
jumps occur on average aftét time units, regardless of the statechanged ta Sy, x R™ x §) N R. This is justified by theurgency
considere@l assumptiorthat is imposed on the closed IMT that is subject
For the example in Fig. 5, the uniform variant is obtained bt the transformation. The alternating IMC of the exampleCIM
equipping states, with a looping A-transition. Here, and in is depicted in Fig. 7(b). In general, certain parts of the L&y
general, the result can be easily ensured to be a uniform IMi@&come unreachable as a result of this step, which in peactic
All in all, the time-constraints, and the input LTS are unifp often shrinks the state space to be considered in subsesfepst
and thus our construction preserves uniformity all along. drastically.

Step (2): Markov alternating IMC:Turning an alternating IMC
into a Markov alternating IMC requires splitting the seqces

. . . . . of Markov transitions, as follows. Supposes’ € S); and

In Section III-D time behaviour has been incorporated ifte t . A/ s, In order to break this sequence of Markov states, we

syster_n description, turr_wing the LTS into an IMC. This Semtiointroduce a fresh interactive state, s') which is connected te
describes a transformation from IMCs to CTMDPs that preserv A , o _ T,
timed reachability properties and uniformity. vias 2 (s,5). State(s, ) in turn is connected vigs, s ) —» s
The model we are dealing with is the complete description s Th's yields the foIIowmg transformation step. For_ agwen
the system under consideration, and therefore can be viewed 2teMating IMCT = (S = Sy U Sy, Act, T, R, 50), we define its
closed systenThis means that the transformation to be carried OMarkolv aIternatmgcounterpart as IMQS', Act, T', B, s0) with
now no longer needs to be compositional, because all neyessa ® §'=SU{(s,s) € S x Su | INERT: (5,5) € R},

/ . / / / + .
composition operations have been performed in earliersstép  * z; 37) g;}{((s,s ),7is) € S x{rh x S | 3 € RT

the tool chain. As a consequence we will now employuagency « R —RnN (Sar x RY x S1)U{(s, A, (s,8") € Sur x RT x
assumptioni. e., we assume that interactive transitions take zero s’ | (s,s’) € R}.

time (which is a non-compositional hypothesis [5]). We illustrate this transformation step in Fig. 7(c) whetg =
Given an IMCZ = (S, Act, T, R,s0), we can partition the (. oy andsl = (s7,ss) are the freshly inserted states.

set S into three disjoint sets of states. These are the sets ﬁ%p (3): Interactive alternating IMCWe now handle sequences
(1) interactive stateswhere a state has no Markov transitiongy interactive transitions ending in a Markov state. To coesp
(denotedS;); (2) Markov stateswhere a state has only Markovipese sequences, we calculate the transitive closure evbirtive
transitions (denotedss); and (3) hybrid stateswhere a state yapsitions for each interactive statethat (is either the initial
has at least one Markov and at least one interactive transiti giate of the IMC or) has at least one Markov predecessor. The
(denotedSg). _ . _.computation is carried out in a way such that we get all Markov
Recall that any CTMDP can be viewed as a special IMC in which,ccessors of that terminate these sequences. We label the
interactive states and Markov states occur in a strictigra#ting resulting compressed transitions with words from the aipha
manner. Thus, in order to turn an IMC into a CTMDPC we 4+ (; {7} (also denotediVords). Interactive states that do not
have to ensure that all states are either Markov or integctingye any Markov state as a predecessor will not be contained
states, and that they strictly alternate. We call this cEsStMC i, the resulting interactive (or strictly) alternating IM&@y more.
strictly alternating These states violate the strict alternation of interacive Markov

We now discuss a transformation which turns any IMC into &ates and therefore will not be contained in the CTMDP.

strictly alternating one [13], while preserving the proliabc o Markov alternating IMCZ = (S, Act, T, R, s) we define

behaviour. The transformation involves: (1) ensuring the& s strictly alternatingcounterpart as IMQS’, Words, T', R, so),
state space contains interactive and Markov states onliedca it

alternating IMC); (2) making the target state of each Markov e S =Sy US, whereS) = {s€ S; |3t € Sar:t s for
transition an interactive state (callédarkov alternatingIMC); somen € R+I} U {50} ! ' ’
and (3) making the target state of each interactive tramsid T = {(s,W,t) € S} x Words x Sxr | s W )

Markov state (callednteractive alternatingIMC)—where the h(J;s yields a strictly alternating IMC. So, after applyintes
der of steps 2 and 3 b d. A It dupi . o L :
order 07 STeps 2 and S can be SWapped. AS a resuit we end tp @)—(3) to IMC M we obtain an IMC M’ which is strictly

strictly alternating IMC which directly corresponds to al@DP. | i d wh h int five t ition is labeb
The terminology used here to name the various intermediﬁéema Ing and where each in elag: e transition IS lateby
a word W from the alphabetA™ U {r}. The strictly alter-

models is inspired by Hansson [41]. . .

We use the IMC depicted in Fig. 7(a) as an example to show ig "9 'MC M’ = (8 = 51 U Sur, Words, —, -, 50) can
effect of the singular transformation steps. This examel@ken oW be interpreted as a (;TMDB/;{‘ = (51, Words, R, o)
from [10]. Here, state; (light grey) is a hybrid statesg, s7 and whereR .= {(S’KV/’ R)‘R(S’; ) = Yima Xi lff Ju € Sar A €
ss are Markov states (grey), and all other states are intectiR>o such thats — uAw --> s',i =1,2...,n}.

states (white). Interpretation: A strictly alternating IMC can directly be inter-

Step (1): Alternating IMC:An alternating IMC does not possessPreted as a CTMDP. Fig. 7(e) depicts the corresponding CTMDP
any hybrid states anymore. Whenevewas a hybrid state in Of the strictly alternating IMC in Fig. 7(d).

the closed IMCZ, s is interpreted as interactive state in the
Example 9 Once the time-constraints described in the previous
2The uniform CTMC is—strictly speaking—not an absorbing osiace €xample are woven into the quotient LTS of the heater example,
the states,, is now equipped with an-loop. Nevertheless, the time to hit this we obtain a monolithic uIMC. Using the CTMDP transformation,
states,, is still distributed according tdPHj. the uIMC can be converted into a uUCTMDP. The resulting uCTMDP

G. CTMDP Transformation
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(2) For each scheduleP over( there exists a schedulé?’ over
7 such that for all measurable sef3 of paths (inC)
Pre p(P) = Prz p/(®(P)) .

We refer to [13] for a detailed proof.

\ H. Timed Reachability Analysis

The model obtained after performing the transformatiorcdesd
above is a uniform CTMDP, since the input IMC is uniform. Our
aim is to calculate the worst-case probability of reaching af
Fig. 8. UCTMDP of the heater example. the safety-critical states within a given time bound.
For CTMCs, the corresponding question can be reduced to an
instance of transient analysis [42], for which efficient amoiner-
is depicted in Fig. 8, wherd, = Ars, A\mu = Arn, Aw = Aup and ically stable iterative algorithms are known, baseduoiformisa-
Ae = Ars + Aup + Apa. The safety-critical state; is marked by tion. Timed reachability analysis of stochastic systems with-no
a self-loop labelledtr.? ) _ _ determinism is not that straightforward. For uniform CTMOP
The non-determinismn modelling the unpredictable enwronmentalthiS problem was tackled in [4]. For a uniform CTMOPwith

temperatures (cf. input variableEMP_I N in the Statechart), is rep- i toF . t calculating th imal bability
resented in the states and sg. Intuitively these non-deterministic uniiorm ratets we aim at calculating the maximal probabiiity 10

choices embody the temperature update to eithepHor or reach a given set of statéswithin ¢ time units from a particular
TOO.COLD. Sink statess can be interpreted as a safe state: eith&tates in C w.r.t. all schedulersD € Sched. We denote this by
the heater has_ performed a safe shutdown, or simply does not heat, sup  Pre p(s, st B),

as theSENSCR is stuck already at temperatur@o.HOT. DeSched ’

where s, <! B denotes the measurable set of paths starting in
and hitting a state’’ € B within ¢ time units. [4] studies the
\H%oblem of approximating this probability fafched being the
class of alluntimed history-dependent schedulé¢hst may use
randomisation The algorithm is based on three observations: (1)
randomisation does not add to the power of the scheduleys, (2
history-dependence only adds in the form of step-deperdenc
A step-dependent scheduler only counts state changesdheste
This theorem is shown in [13]. Beside uniformity, the transtecording the entire history. Further, observation (3)hiattthe
formation preserves the timed probabilistic behaviour ineay ~Step-dependence is only decisive up to a specific deptHich
strict sense. In particular, for each scheduler dighere exists €an be precomputed on the basisfft and the accuracy of
a scheduler over the correspondifigsuch that probabilities on the approximation.
measurable sets of paths agree. Path correspondence isddeflfus, itis sufficient to consider non-randomisettruncated step-
via a mapping¥, which for a given pathr in 7 identifies the dependent scheduldd : S x {0,...,k} — L. Unfortunately, the
unique corresponding path(s) in CTMDP C. number of such schedulers can be exponential in the value of
However, in order to derive the maximal value Bf“C’D(s,gj
Theorem 4 (1) For each scheduletD over Z there exists a B), the actions to be selected by a (worst-case) scheduler
schedulerD’ overC such that for all measurable sef? of paths can be computed by a greedy backward strategy. Due to space
(in 7) constraints we refer to [4] for an elaborate discussion @ th
Prz p(P) = Pr¢,p (¥(P)) . greedy algorithm, which is linear ik and linear in the size of.
The algorithm returns for each state the worst-case prbtyatn
SRecall that all safety-critical states in the symbolic pae;, an the explicit reach a state € B within time ¢.

part, decorated with a self-loop labelled. This encoding preserves the . . . B
relevant information, and is needed because the latter foisatrictly We apply this algorithm to the uniform CTMDRC =

transition-oriented, and does not allow information to beectly attached (S, L,R,so), Where the set of goal statds C S corresponds
to states. We remark that this strictness is what enables @upasitional to the set of safety-critical states. By looking up the phulity

approach, because state identities can be considereelgritrelevant, the o ned for the initial statey, we finally arrive at the worst-case
entire information is in the transition structure. A more elate discussion ’

of the issue of state vs. transition labelling in the contmdsidered here can prObab”_ity to re_aCh a safety-critical state within timefor the
be found in [10]. system in question.

As indicated in the introduction to this section, the tramsf
mation preserves uniformity. To establish this formallyd a0

clarify more detailed correspondences of the two models,
fix IMC Z = (8%, Act,—»,--»,50) and let CTMDPC =

(5‘37 Words, R, so) denote the result of the transformation.

Theorem 3 If Z is uniform thenC is uniform with the same rate.
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RBC BORDER_POS_TO_.NRBC RBC (—)
(pre-announce train) SCTRACK
MA_TO_HRBC = 2 h
(if segment is free, grant) TRACK. [TRAIN ENTERED}/ PASSAGE. @sc.spEeD. | [TRACK-PASSEDY BORDER_
N FREE TRAIN.ENTERED:=false | STARTS CONTROL TRACK PASSED:=false | pos
: N MA . : A\ BRAKE TIMER BREAK/ BRAKE_TIMER START/
: \ T : I TRACK_CLEARED:=true BORDER_POS:=true
. BORDER_POS H (interrupts brake-timeout)
: \ \\ : GOT.MA IMAY/ BRAKING <y BRAKETIMER ELAPSED WAIT_FOR-
: N SN R (initiate hand-over, : MA:=false | MA
: N : start brake-timeout) :
: — - . CONNECTION_LOSS BEGIN
e B e Gl GSM.R.CONNECTION | CONNECTED < - CONNECTION-
: Balise : Balise : CCONNECTION LOSS_END
SC_FIRST_-TRACK SC_TRACK SC_TRACK SCLAST-TRACK [ © 77" mrrmmmsmss s s ssrsmmmms s s
RBC r /PERMISSIBLE_SPEED:=0
MA FROM NRBC &——e MA TO_HRBC MA_FROM_NRBC e——e MA_TO_HRBC - pERMISSIBLE SPEED=1 |
NO_TRAIN [BORDER POS FROM HRBC}/ - -
}g’}?;BECI\’TERS’ ——e TRAIN_ENTERS_FROM_HRBC TRAIN_LEAVES TONRBC =~ e——e ;ﬁggig}ggw’ MA _TO_HRBC:=true; SPEED /PERMISSIBLE_SPEED:=2 GRANTED
BORDER_POS BORDER_POS BORDER-FOS-FROM HRBC:=fuse /PERMISSIBLE_SPEED:=3
TONRBC e——e BORDER POS_FROM_HRBC BORDER_POS_TO_NRBC % LROM HRBC
TRAIN_LEAVES.TONRBC ~ e——e TRAIN_ENTERS_FROM_HRBC [TRACK_CLEARED)/ [TRAIN_ENTERS_FROM_HRBC}/
TRAIN_LEAVES_TO_NRBC:=true: TRAIN_ENTERED:=true;
BORDER POS.TONREC ~ s——=e BORDER POS.FROM.HRBC TRACK_CLEARED:=false TRAIN_ENTERS.FROM_HRBC:=false
MA_FROM_NRBC e——e MA_TO_HRBC [MA_FROM_NRBC and [BORDER_POS and in(CONNECTED)}/
LEAVING in(CONNECTED)/MA:=true; LEAVE. BORDER_POS_TO_NRBC:=true; TRACK-
MA_FROM_NRBC:=false REQUESTED |  BORDER_POS:=false BUSY
Fig. 9. ETCS: RBC hand-over scenario and model architecture. - J

Fig. 10. Model of a single track segment.

Example 10 We continue the heater example and ¥gt = 0.005,

Arpm = 0.0005 and A\yp = 2. Thus, on average the sensor = i i
fails once in 200 time units, the monitor fails once in 2000 timéside its scope. Balises, mounted in the track bed, are used

units, while the updates commence once a time unit. In this cags, electronic milestones to indicate special track regisnsh

the worst-case probability for the heater to reach the safety-critie$ border positions that mark the end of an RBC’s scope. Here

states7 (in which the heater heats forever) within 1000 time unit&RBC takes over the responsibility of an approaching treamf

( SUp  Priseater,n(s0, - s7)) is calculated to be 0.0878864. the current HRBC. In this hand-over situation, the HRBC asts

besehed an agent between the NRBC and the train. In particular, it has

It is worth noting that this algorithm requires the CTMDP tdo request a valid MA for the subsequent track segment fran th

be uniform. Intuitively, the reason is that in uniform CTM®P NRBC and then to forward the MA, once it is granted, to the

with uniform rate E, jumps occur on average aftéyr time train. A snapshot of this hand-over is depicted in Fig. 9.

units, regardless of the state considered, while in nofetmi In this case study, we examine the braking probabilitiegaifis

CTMDPs the average time between two jumps varies from statesuch hand-over situations: As soon as a train reachesdeibor

to state, and thus the precise history of visited statesigesv position balise, it requests an MA for the track segmentrotiet!

more information about the estimated time that has elaghad, by the neighbour RBC via GSM-R. The train now waits for a

just counting the number of steps. We refer to [4] for a nomew MA for the subsequent track segment within a certain time

uniform CTMDP example where this fact is exploited to comstr interval. If during this interval, the MA is not received ethrain

a history-dependent scheduler which is—with respect tedimmust start a braking manoeuvre. The braking probabilities a

reachability—strictly more powerful than any step-depamtdbne. influenced by the interplay between (i) the connection Iesse
the GSM-R-based MA communication and (ii) the variation of

IV. CASE STUDY permissible speeds of the trains.

This section demonstrates the application of our tool chain
an example taken from the context of the upcoming EuropeBn Modelling
train control system (ETCS) standard. Our purpose is toystugthe SraTEMATE model consists of the Statecharts depicted in
and demonstrate the strength and limitations of the tooinchafrig. 10 and 11. The lower part of Fig. 9 shows the mappings
therefore we deviate in some aspects from the standard 8] applied to combine these Statecharts to the overall model. F
set the focus on theT8TEMATE design’s scalability. example, when connecting an instance of B&FI RST_TRACK
with a SC.TRACK chart, leaving the scope of the former means
A. Description entering the scope of the latter. Hence the mapping from
. .. TRAI N.ENTERS_.TONRBC t0 TRAI N.ENTERS_.FROMHRBC. The dela
ET.CS and GSM-R (Global System for MOb"e COmmun'CZ’Y['OnSEi"lstributions to be incorporated into the model are Iistezl i
Railway, an adaptation of the GSM wireless protocol) are d%éble n
signed to replace the multitude of incompatible safety esyst
used by European railways and to enable safe and fast tran
tional railway service. In application level 2 of the upcoigi
ETCS standard, trains report their exact position and timec
of travel via GSM-R to the so-called radio block centres (RBC
These RBCs monitor the train movements, grant (or deny) #4ov
ment Authorities’ (MA) for a particular track segment andyide
additional route-related information, such as the peribisspeed
to the trains. An RBC has two roles: as a neighbour RB
(NRBC) to the train in the track segment prior to its scope andangte  the  mapping  from TRAI NLEAVES.TONRBC  to
as a hand-over RBC (HRBC) to the train in the track segmeT®Al N.ENTERS_FROMHRBC (cf. Fig. 9.)

The StatecharsC.TRACK, divided into three concurrent compo-
ts, captures the model's core behaviour. Initially treeck
segment is free and the RBC is idl&O(TRAI N). In this state
an MA request for an approaching tralBORDER POS_FROM HRBC)
is granted A TOHRBC: =t r ue) immediately. Afterwards the per-
missible train speed is choserPERM SSI BLE SPEED: =0, 1, 2, 3)
non-deterministically. As soon as the approaching trasvés
Etje subsequent track segmeTiR4l N.LEAVES), the RBC is busy
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( SC_FIRST_TRACK NEW_TRAIN_ENTERS/ ) TABLE ”
BORDER POS_TO NRBC:=! SYNC
I T :. = | warrror. ‘—»[ NEW,TRMN,] PHASE-TYPES AND OTHER PARAMETERS OFELAPSE OPERATION
MA BRAKES
: [MA_FROM_NRBC]/TRAIN_ENTERS _TO_NRBC:=true; l
. MA FROM NRBC=fube: J Name Starting Delay Breaking | PH of Expr.1 | PH of Expr.2
(" SCLASTTRACK  |BORDER POS_FROM.HRBC)/ 1\ Al INIT, CLE | CLB - FEzp(0.001) Ezp(0.001)
BORDER._POS_FROM_HRBC:=false  ———_ /MATO.HRBC:=true A2 CL.B C.LE - Exp(10.0) Exp(10.0)
WAIT SEND-MA ENTERS BI SPEED_1.S SPEED_I.D | - Ezp(1.0) Erl(5.0,5)
I [TRAIN_ENTERS FROM_HRBC]/TRAIN_ENTERS_FROM_HRBC:=false T B2 SPEED.2.S | SPEED.2.D | - Exp(1.5) Erl(7.5,5)
. J B3 | SPEED3.S | SPEED3.D | - Eap(2.0) Erl(10.0,5)
/" SCSPEED CONTROL SPEED 1D N B4 | SPEEDAS | SPEEDAD | - BEap(2.5) Bri(12.5,5)
[PERMISSIBLE_SPEED==0] SPEED 1.5 TRACK_PASSED:=true C1 B.TS B.TE B_TB Ezp(3.0) Ezp(3.0)
SPEEDI PASSING1
DI | INIT, N.TE | N.TE - Ezp(0.4) Ezp(0.4)
SPEED 2 D/
gE;]E-ED [PERMISSIBLE SPEED::I] SPEED SPEED 2 S I PASSING? TRACK PASSED:: _Uie IXSA;-EKD
SPEED 3 D/
o W USSR | Windows XP SP2. All other experiments were run on PCs with P4
SPEEDA D/ 2.66 GHz processor with 2 GB RAM running Linux 2.6.15-1-k7.
[PERMISSIBLE,SPEED::S] SPEED 4_S TRACK_PASSED:=true . .
spm pAssm 1) Symbolic Transformationin Table Ill we show the results
& J

for the symbolic translation and minimisation stép$he table
Fig. 11. From top to bottom: model of (a) the first, (b) the lastkrsegment, liSts both the number of bits necessary to encode the stateesp
and (c) the speed control unit. and transitions (columns Potent@bitsandt bits) as well as the
actual size of the generated LTS (reachatégesandtransitions.
The number of bits in thBotentialcolumns corresponds to a state
(TRACKBUSY). The track is now passed by the train in accordan%ace size of® states andzs""t transitions.
to the chosen permissible speeat. SPEED.CONTROL, delays B1- |n order to emphasise the importance of the cone-of-infleenc
B4 in Table II), until the border position is reache’bRDER PCS).  (COI) reduction prior to the translation into an LTS we also
The train then informs the RBCGBORDER PCS) that it is in the  performed additional experiments where the COIl reductias w
border position; it starts a brake timeBRAKE.TI MERSTART, disabled. From this column it is evident that the LTS sizerily/o
delay C1) and waits for a new MAW). If the timer elapsed marginally impacted but nevertheless it is an essentia ste
(BRAKETI MERELAPSED) before the MA is received, the crit- the overall translation process. As can be seen fromTilee
ical state BRAKING) is reached, otherwise the timer is resegolumn, even relatively small models cannot be handledawith
(BRAKE_TI MER BREAK). COl reduction since the intermediate models used durind Tise
The recep’[ion of the MA request by an RB@(RDERPCB) Computation become too |arge_
depends on the state of the GSM-R connectiBOREER PGS The columns in the middle of the table show the size of theadctu
and i n(CONNECTED) ). This connection is modelled in themodels that were used in subsequent experiments and those to
GSMR.CONNECTI ON component. From time to time (delay Al) thethe right show the size of the LTS after the symbolic branghin
connection may be loSCONNECTI ONLLOSS) for a certain amount pisimulation minimisation and the time needed to compute it
of time (delay A2). Furthermore, in order for an MA to be gestht 2) |MC Construction:In Table IV, we report the result related to
before the train starts braking, the next track segment did®t the compositional construction and minimisation of the B€or
cleared by the preceding train. Therefore the speed of & it  each model, we provide the size of tlaegest intermediate state
that track segment is the second parameter influencing #@lbv spacewe have to handle when weaving the time-constraints to
probability for observing a train braking. the minimised LTS model and the computation time (in secpnds
Table Il shows the parameters of the elapse operator. There gquired to generate and minimise all intermediate modetd u
eight types of time-constraints used in this case study,eamne final model is obtained. The sizes of the state spaceseof th
according to the first column. The starting, delay and bregki final models are also provided. The table is divided into tads
transitions associated with these time-constraints atediin \yhich correspond to the two types of experiments specified in
columns 2—4, respectively. The names of these transitioas gape |I.
shorthands of those in F|g 10 and 11, giVen by the Underlin%r both types of experimentS, the state space and the Caﬁmut
characters. time increase with the number of track segments and speed
We use two sets of phase-type distributions for the delays @oices. The largest model we handle in the case study is the
the time-constraints, denoted by “Expr. 1" (shorthand fepé&- 4 tracks and 2 choices case in the second experiment. The final
iment 1) and “Expr.2" in columns 5-6 of Table Il. Some ofij\C has 416274 states and it takes around 68 hours to compose.
the delays are distributed according to exponential #istions 3) CTMDP Transformation:In Table V, we present the result
Exp(X), while others are given by deterministic distributions ofe|ated to the transformation from IMC to CTMDP. We provide
fixed delays. The latter are approximated by Erlang distiobs the number of states and transitions for the resulting CTMDP
Erl(A, k). Note that the phase-type distributions used for eaghgether with the computation time (in seconds) requiradtie
time-constraint in both eXperimentS have the same meam.valéorresponding transformations. The sizes of the qUOthﬁd

The Erlang distributions, however, have less variance. input to these transformations are shown in the last tworonki
of Table IV. The column depicting the number of CTMDP
C. Statistics transitions deserves a special comment. Since each toensita

In this section, we provide some statistics that were obthfrom CTMDP is a tuple(s, , R) with the functioniz assigning rates to
experiments on the ETCS case study where we vary the numb§ Successor states, representing one transition maye warst
of tra(_:k segments (Tracks) and speed prpflle ch0|ces_ (Céjoice 5Each entry marked by+)” in the table indicates that the corresponding
Experiments related to theTSFEMATE'D'“Qm were carried OUt experiment cannot be completed due to the length of time retjdweits
on a PC with P4 2.66 GHz processor with 1 GB RAM runningomputation.



SYMBOLIC STEPS STATEMATE SAFETY ANALYSIS AND MINIMISATION STATISTICS

TABLE Il

Tracks Model Size Without COI Model Size With COI Branching Bisimulation
- Potential Reachable Time Potential Reachable Time Min. Result Time
Choices | s bits | t bits | States Trans. (sec.) s bits | t bits States Trans. (sec.) States Trans. (sec.)
1-1 37 18 102 397 24.7 37 16 102 157 2.3 36 87 0.05
1-2 45 20 203 650 2670.5 41 16 203 325 2.9 50 123 0.07
1-3 45 22 304 1010 53224 45 22 304 505 3.0 62 157 0.09
1-4 45 23 465 802 6945.7 45 23 405 697 9.0 74 191 0.10
2-1 64 33 1693 10315 867.8 64 29 1693 3451 16.3 411 1709 1.05
2-2 80 37 6769 | 114440 44970.8 72 29 6769 14305 413.1 852 3543 3.11
2-3 80 41 | 15229 | 533104 | 364276.6 80 41 15229 33319 994.8 1318 5655 5.37
2-4 *) *) *) *) *) 30 43 27073 61249 3574 1830 8231 6.63
3-1 B) *) *) *) *) 91 42 28085 66857 164.6 4851 28455 42.59
3-2 ) *) *) *) ) 103 42 224673 553569 37.4 14616 84947 278.47
3-3 *) *) *) *) *) 115 60 758269 1931473 49.6 28208 169579 639.48
4-1 ) *) *) *) ) 118 55 457097 1205873 68.1 57381 434213 3555.73
4-2 *) *) *) *) *) 134 55 7313537 19953537 | 6960.6 || 250444 | 1861767 | 143334.70
4-3 *) *) *) *) *) 150 79 | 37024777 | 104353921 | 2923.8 *) *) *)
TABLE IV
EXPLICIT STEPS COMPOSITION AND MINIMISATION STATISTICS
Expr Tracks — Compositional Construction Final Quotient IMC
. Choices States Transitions | Time (sec.) States Transitions
1 -1 71 261 16.95 8 23
1-2 59 225 20.40 13 37
1-3 71 275 23.78 15 47
1-4 83 325 27.11 17 57
1 2-1 475 2640 27.62 35 150
2-2 999 5577 34.65 105 402
2-3 1440 8130 41.61 153 655
2-4 2099 12109 49.01 209 964
1 3-1 5683 41632 3991 189 1060
3-2 17151 125035 61.69 922 4427
3-3 33007 242643 100.24 1680 9056
1 4-1 67237 610938 103.21 1061 7254
4-2 306699 2855455 3372.16 8450 47734
2 -1 71 261 18.70 16 55
1-2 79 325 22.58 29 101
1-3 99 419 26.87 39 143
1-4 119 513 30.43 49 185
2 2-1 731 3888 31.72 187 1006
2-2 1755 11059 39.55 665 3442
2-3 3127 20737 47.71 1281 6991
2-4 4899 33495 57.83 2097 11780
2 3-1 10075 75377 50.01 2573 18260
3-2 53858 387501 293.53 16602 112011
3-3 134555 1061958 1114.82 44880 320504
2 4-1 143641 1343747 785.30 35637 313270
4-2 1350908 11619969 243687.33 | 416274 3452502
TABLE V
ExpLICIT STEPS CTMDP TRANSFORMATION AND ANALYSIS STATISTICS
Expr Tracks — Uniform CTMDP Time Analysis (supp Prp(s, s B) for different ¢) and Execution Time in psec.
. Choices States Transitions (sec.) t=1 Time t=25 Time t=10 Time
1 -1 13 25 (1.92) 0.36 || 0.0471218 192 | 0.3379318 156 | 0.5857440 193
1-2 19 39 (2.05) 0.36 || 0.0471218 277 | 0.3379318 283 | 0.5857440 364
1-3 23 51 (2.22) 0.36 || 0.0471219 349 | 0.3379318 381 | 0.5857440 500
1-4 27 63 (2.33) 0.36 || 0.0471219 411 | 0.3379318 547 | 0.5857440 647
1 2-1 59 167 (2.83) 0.36 || 0.0549173 633 | 0.3835667 878 | 0.6575970 1257
2-2 146 418 (2.86) 0.37 || 0.0483948 1980 | 0.3883743 3151 | 0.6621517 4539
2-3 226 693 (3.07) 0.37 || 0.0486557 3529 | 0.3924282 5622 | 0.6665755 8422
2-4 322 1032 (3.20) 0.38 || 0.0488844 5157 | 0.3957582 8971 | 0.6703472 14030
1 3-1 319 1159 (3.63) 0.37 || 0.0481474 3891 | 0.4036817 6821 | 0.6949978 10636
3-2 1308 4637 (3.55) 0.46 || 0.0484857 23783 | 0.4139489 44175 | 0.7053435 70686
3-3 2520 9590 (3.81) 0.55 || 0.0487916 53024 | 0.4224391 104475 | 0.7137807 174939
1 4-1 1787 7811 (4.37) 0.47 || 0.0481494 27827 | 0.4122475 56871 | 0.7166049 98012
4-2 11902 49676 (4.17) 1.26 || 0.0484907 304608 | 0.4271817 632008 | 0.7321903 1088549
2 1-1 29 65 (2.24) 0.50 |[ 0.0574318 321 | 0.3702204 358 | 0.6196606 442
1-2 51 119 (2.33) 0.48 || 0.0574318 545 | 0.3702204 704 | 0.6196606 991
1-3 71 171 (2.40) 0.48 || 0.0574318 774 | 0.3702204 1196 | 0.6196606 1733
1-4 91 223 (2.45) 0.48 || 0.0574318 1013 | 0.3702204 1747 | 0.6196606 2793
2 2-1 363 1175 (3.23) 0.50 || 0.0574456 3886 | 0.3885393 6396 | 0.6483349 9728
2-2 1202 3938 (3.27) 0.54 || 0.0574755 15412 | 0.3962310 29214 | 0.6583843 47731
2-3 2386 8037 (3.36) 0.57 || 0.0575228 35035 | 0.4037369 74749 | 0.6679403 132162
2-4 3970 13576 (3.41) 0.65 || 0.0575811 65762 | 0.4101266 161831 | 0.6760732 293089
2 3-1 4991 20599 (4.12) 0.69 || 0.0574456 74233 | 0.3976218 146828 | 0.6669833 241163
3-2 30028 124493 (4.14) 1.83 || 0.0574755 600453 | 0.4149666 1350805 | 0.6906316 2432469
3-3 83616 357302 (4.27) 4.54 || 0.0575229 1984091 | 0.4311642 5261678 | 0.7111358 9628030
2 4-1 69115 345667 (5.00) 3.93 || 0.0574456 1403805 | 0.4010432 3128218 | 0.6794333 5612398
4-2 751870 | 3764716 (5.00) | 42.84 || 0.0574755 | 22297183 | 0.4251593 | 57290732 | 0.7149502 | 104880604
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case, already require space in the order of the number @sstaiVe demonstrated how to analyse the specifications, takingnad
Of course, this is not the case: the functions are very spatee tage of recent advances in the area of both stochastic nmaglell
numbers denoted in brackets are the average number of mon-znd stochastic model checking. By combining compositional
entries per transition. modelling and novel algorithmic analysis techniques, wévear
Overall, the transformation requires computation timestie at an overall methodology to compute the worst-case depend-
order of seconds. For the biggest model, namely the 4 tracksility risk. The complexity challenges posed by the prolisilz
with 2 choices case in the second experiment, the transfamma verification problem could only be addressed by (1) perfogra
runs for less than 42 seconds converting an IMC having 41623tate space reduction on the non-deterministic part of tbdemn
states to a CTMDP having 751870 states. by means of asymbolicminimisation capable of handling huge
4) CTMDP Analysis:In this section, we give the result of thestate spaces and (2) weaving stochastic time-constraiitesthis
reachability analysis applied to the case study. The rdzlitya reduction into the model. A key enabler for this composiilon
analysis basically provides us with the maximum probaédit approach was the selection of an adequate intermediatel thadle
that any train is forced to brake in any track segment withigeneralises both labelled transition systems (LTS) antruaous-
some duration of time. We supply several different settifays time Markov chains: interactive Markov chains, which paes
the analysis by varying the numbers of tracks and speed ehioidhe necessary compositional operations while preservinfprd

A series of experiments is devoted to each of the set of tim@ity which, in turn, allows for the use of existing stochastiodel
constraints specified in Table Il. For both of these seriks, tcheckers. The developed technology was applied to a naattri
arrivals of a new train at the first track segment is governgd lgase study from the train control domain with an explicatn
an exponential distribution with rate4, which means on averagethe improvements contributed by each of the relevant taiosi

a train arrives once evegy5 time units. A time unit is the average Steps.

time for a train to pass through one track segment, whenviélsa ope may wonder why we did not compare our experimental
with the slowest speedsREED 1), which corresponds to the meanyesylts with simulation studies of the same system. Thisnis a
values of Ezp(1.0) and Erl(5.0,5). important question with a short answer: it is impossible $e u
In Table V columns 6-11, we summarise the obtained result. Wenulation on the models we needed to consider. Simulason i
report the braking probabilities for different time boungs.e., only possible if the model is a stochastic process, whiclotgtme

for 1, 5, 10 time units. The runtime of the extendetkMC model  case here. By fixing a particular scheduler it is possiblertive
checker in computing the probabilities (given in microsets) at a specific instance of the final CTMDP which is a stochastic
is shown for each time bound. The table shows that the runtirgocess (a CTMC), but we did not explore this, since therepis n

grows according to the sizes of the CTMDPs and the time boundstimate how far the values obtained from simulating thsteince
The reason why the time bounds affect the computation time dggfer from the worst-case result.

that in the uniformisation method used by the algorithmgédar nFJom a fault analysis perspective, our model-based apprisac

time bound requires more iterations for the same error bou . e :
. . - exact in the sense that our quantification takes into accthnt
For the biggest model, namely the 4 tracks with 2 choices case

. . Jecise ordering of events on the critical paths leadinghi® t
in the second experiment, the tool runs for around 104 sexo safety-critical situation. This is superior to more naivelgses
to obtain the probability for time bound= 10. Y ' P

Observing the obtained braking probabilities, we can | methods (like fault trees) that often are too pessimisiigesthey

that, in general, the probabilities increase when eithertthck cannot incorporate the ordering.

number, or the speed choice number, or the time bound GIMDPs constitute a model class that is well studied from the
increased. The experiments also indicate that tuning tmd;p Operations research and artificial intelligence perspe.clh this

of the trains more precisely results in increased chances RsfPer we focused on timed reachability properties for CTMDP
braking, as shown by the uniformly higher braking probdiei owed to its importance for dependability questions. Howeve
in the second experiment than those of the first. Furtherntoee the CTMDP models generated by our construction process are
braking probabilities can be deemed large, since withinit@t @menable to a variety of other analyses, for which algorstiame
units, which means that in average 4 trains have enteredrtite favailable. We can analyse steady state properties sucle &

track, the probability that any one of them has to brake isemofun average (availability), the long-run expected rewaate,rthe
than one half in all experimental cases. long-run instantaneous reward or the long-run expectedrace

lated reward. Transient analyses that could be performedde

expected reward rate per time unit, instantaneous rewand, a
V. CONCLUSION expected accumulated reward. Most of these quantitiesireequ
W model to be decorated with a reward structure, spegifyin
the costs (or bonuses) for states and events. To derive such a
decoration from an extended Statechart model is not difficul

able the integration of real-time probabilistic phenomeliee Thus, our construction has paved the_way for intggrating als
failure occurrences, with non-determinism that typicadlyises these analyses coherently in a functional behaviour-tetn

in the specification of the functional behaviour. Thereby wiodel-based development process.

avoided a coherency gap between the dependability orient&cknowledgement$Ve would like to thank Samuel Wischmeyer
failure models and models explicating the functional béavof (Carl von Ossietzky University, Oldenburg) and Hubert Gala
the system, at the same time extending an existing industdd- (INRIA Rhodnes-Alpes) for their valuable support during the
elling environment with quantitative (i. e. real-time pediilistic) preparation of this paper. The comments received during the
behaviour. reviewing process were a great help in improving the paper.

In this paper we demonstrated how to address dependabi
properties in a typical, functional behaviour-orientedlustrial
modelling environment. We defined extended Statechart1to
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